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Abstract

caIMTL, or context-sensitivdMultiple Task Learning, is presented as a
method of inductive transfer that uses a single output neural network
and additional contextual inputs for learning multiple tasks. G$é&TL
approach is demonstrated to produce hypotheses that are equivalent to or
better than standard MTL hypotheses when learning a primary task in the
presence of related and unrelated tasks. The paper also describes a ma-
chine lifelong learning system based@MTL for sequentially learning
multiple tasks. The approach satisfies a number of important require-
ments for knowledge retention and inductive transfer; taking advantage
of representational transfer for rapid short-term learning and functional
transfer for long-term consolidation.

1 Introduction

Multiple task learning (MTL) neural networks are one of the better documented methods of
inductive transfer of task knowledge [3, 8]. An MTL network is a feed-forward multi-layer
network with an output for each task that is to be learned. The standard back-propagation
of error learning algorithm is used to train all tasks in parallel. Consequently, MTL training
examples are composed of a set of input attributes and a target output for each task. Figure 1
shows a simple MTL network containing a hidden layer of nodes that are common to all
tasks. The sharing of internal representation is the method by which inductive bias occurs
within an MTL network [2]. The more that tasks are related, the more they will share
representation and create positive inductive bias.

We have investigated the use of MTL networks as a basis for developing a machine lifelong
learning (ML3) system [9, 10, 6] and have found them to have several limitations related
to the multiple outputs of the network. First, and foremost, is the problem of measuring
task relatedness. Previous work on MTL, including our own, is based on the premiss that
knowledge is shared at the task level and that optimal inductive transfer occurs between
related tasks. This task-level perspective does not consider the sharing of knowledge and
inductive transfer at the example level. Consider two concept tasks where only half of the
MTL training examples have the same target class value. From a task-level perspective
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Figure 1: A multiple task learning (MTL) network with an output node for each task being
learned in parallel.

the two tasks would be unrelated by most statistical and information theoretic measures.
However, from an example-level perspective, the tasks are partially related in that half of
their examples are identical. Perhaps, relatedness should be judged at this finer level of
detail. A second problem in using MTL for lifelong learning is that it can generate redun-
dant outputs and representation of the same task that must be explicitly managed. This is
a particular problem when one considers that a lifelong learning system should be capable
of practising a task (acquiring new examples of the same task over time). This build up of
redundant outputs and representation increases the problem of indexing into prior knowl-
edge for inductive transfer. Lastly, there is the practical problem of how a lifelong learning
agent would know to add a new task output to an MTL based system. Clearly, the learning
environment should provide the contextual queues, however this suggests additional inputs
and not outputs.

In response to these problems, this paper introdocetext sensitiv®ITL, or csMTL, as a
method of inductive transfecaMTL is based on standard MTL with two major differences;
only one output is used for all tasks and additional inputs are used to indicate the example
context such as the task to which it is associated. The following section describes the
CIMTL network. Section 3 presents a ML3 system based csVi L network.

2 cIvTL

Figure 2 presents thesMTL network. It is a feed-forward network architecture of input,
hidden and output nodes that uses the back-propagation of error training algorithm. The
cMTL network requires only one output nodefor learning concept tasks (more outputs
could be used for predicting a vector of values). Similar to standard MTL neural networks,
there is one or more layers of hidden nodes that act as feature detectors. The input layer
can be divided into two parts: nodés..I,, correspond t@rimary input variables for the

tasks; nodeqy..T) provide the network with theontextof each training example. The
context inputs can simply be a set of task identifiers that associate each training example
to a particular task. Alternatively, they can offer more specific environmental information
(such as location and light level) and in this way index over a continuous domain of tasks.

A training example for &sMTL network is the form(T, I, O); where[ is the vector of
primary input valuesT' is the vector of context values antlis the desired class label. The
values for the vectof are set to associate each example with a particular task. Therefore,
a training set for multiple task learning is a concatenation of standard training examples for
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Figure 2: Proposed systermsMTL

each task that contain the additional context inputs. When trainingdM&L network, a
tuning set of examples for all tasks must be used to prevent over-fitting.

With csMTL the focus shifts from learning tasks of a domain to learning a domain of tasks.
The entire representation of the network is used in common to develop hypotheses for
all tasks. This presents a more continuous sense of domain knowledge and the objective
becomes that of learning internal representations that are helpful to related tasks and index
by a combination of the primary and context inputs. We are currently examining the theory
of Hints [1] for direction on formalizing the notion that each separate task can be seen as
a Hint that reduces the VC dimension for learning the internal representation of related
tasks within the domain. Related work on context-sensitive machine learning can be found
in [12] and other papers from the ICML'96 Workshop bearning in Context-Sensitive
Domains

3 A Machine Lifelong Learning System based orcsMTL

Figure 3 shows the proposedVTL ML3 system. It has two components; a temporary
short-term learning networlkand a permanerbng-term consolidation ¢4TL network

The long-terncsMTL network is the location in which domain knowledge is retained over
the lifetime of the learning system. The weights of this network are updated only after
a new task has been trained to an acceptable level of accuracy in the short-term learning
network. The short-term network can be considered a temporary extension of the long-term
network that adds representation (several hidden nodes and a output node). At the start of
short-term learning the weights associated with these temporary nodes are initialized to
small random weights while the weights of the long-term network are frozen. This allows
representational knowledge to be rapidly transferred from related tasks existing in the long-
term network without fear of loosing prior task accuracies.

Once the new task has been learned, the temporary short-term network is used to consol-
idate knowledge of the task into the permanent long-term network. This is accomplished
by using a form of functional transfer calisk rehearsal9]. The method uses the short-

term network to generatdrtual exampledor the new tasks so as to slowly integrate (via
back-propagation) the task’s knowledge into the long-term network. Additional, virtual ex-
amples for the prior tasks are used during consolidation to maintain the existing knowledge
of the long-term network. Note that it is the functional knowledge of the prior tasks that
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Figure 3: Proposed systermsMTL

must be retained and not their representation; the internal representation of the long-term
network will necessarily be updated as the new task in integrated.

Algorithm for short-term learning:

Fix the representation of the long-tegsMTL network;

Add one or more temporary hidden nodes and an output node (fully feed-forward
connected);

Initialize associated connection weights for the new nodes to small random values;

Train and test short-term network using available data; and
If generalization accuracy is sufficient, consolidate into long-term network.

Algorithm for long-term consolidation:
e Generate virtual examples for new and prior tasks using existing representation of
the short-term and long-term networks;
e Remove temporary short-term network components;
¢ Unfix the representation of the long-term network; and
e Train the long-term network using the virtual examples.

4 Meeting the Requirements of a Lifelong Learning System

We have recently outlined a set of requirements for a ML3 system [11]. The following
uses this list of requirements as a basis for discussing the benefits and limitations of the
proposedcsMTL method.

4.1 Requirements for Long-term Retention of Learned Knowledge.

Effective and efficient retention Knowledge retention in thesMTL system is the result

of consolidation of new and prior task knowledge in the long-term network using a form
of functional transfer called task rehearsal [9]. Task rehearsal overcomes the stability-
plasticity problem originally posed by [5] taken to the level of learning sets of tasks as



opposed to learning sets of examples [7, 4]. Consolidation of new task knowledge without
loss of existing task knowledge is possible given sufficient number of training examples,
sufficient internal representation for all tasks, slow training using a small learning rate
and a method of early stopping to prevent over-fitting and therefore the growth of high
magnitude weights[10]. In the long-terasMTL network there will be an effective and
efficient sharing of internal representation between related tasks, as in the case of an MTL
network, without the disadvantage of having duplicate representation of identical or near
identical task outputs.

The caMTL approach suffers from the scaling problems of all back-propagation neural
networks. The computational complexity of the standard back-propagation algorithm is
O(W?), where is the number of weights in the network. Long-term consolidation will

be computationally more expensive than standard MTL because the additional contextual
inputs will increase the number of weights in the network at the same rate as MTL and it
may be necessary to add an additional layer of hidden nodes for certain task domains. The
rehearsal of each of the existing domain knowledge tasks requires the creation and training
of m - k virtual examples, where: is the number of virtual training examples per task
andk is the number of tasks. An important benefit from consolidation is an increase in the
accuracy of related hypotheses existing indHdTL network as a new task is integrated.

Accumulation of practice. Because the long-term network has only one permanent output
there are no redundant representations for the same task. Over time, more detailed practice
sessions for the same task will contribute to the development of a more accurate long-term
hypothesis. Learning closely related tasks will fill in useful knowledge of the domain. In
fact, thecaMTL network can represent a fluid domain of tasks where subtle differences
between tasks can be represent by small changes in the context inputs.

Effective and efficient indexing Our conjecture is thatsMTL does not require an ex-

plicit method of indexing into domain knowledge for related tasks. Instead, the internal
representation of all tasks saved in the long-term network is used (held fixed) as a portion
of the new hypothesis. Indexing occurs as the connection weights between the long-term
network and the temporary short-term network are trained.

Meta-knowledge of the task domain Meta-knowledge of the task domain is required by
csMTL during long-term consolidation. The virtual examples used for task rehearsal of the
new and prior tasks should be generated based on the estimated probability distribution of
training examples over the input space.

4.2 Requirements for Short-term Learning with Inductive Transfer

Effective and efficient learning ThecsSMTL system uses a temporary short-term learning
network with representational transfer from the long-term consolidation network. This
form of transfer will be very efficient and effective. If the current task has been previously
learned and retained, then the weights between the long-term network and the short-term
network will train quickly to produce the desired output. If the new task is different but
related to a prior task, the long-term to short-term network weights will select the most
appropriate features of domain knowledge and the supplemental hidden nodes of the short-
term network will play only a partial role in the hypothesis. If the new task is unrelated to
any prior learning, the supplemental internal representation of the short-term network will
play the major role in the new hypothesis.

Although the computational cost of long-term consolidation is high, the benefit is that a
hypothesis for a new but related task can be quickly developed in the short-term network.
The reasons for this are: the existing internal representation of the long-term network can
be used to develop the hypothesis, only the new task training examples are required, and
there are relatively few weights in the temporary short-term network to be trained.



Transfer versus training examples An inductive transfer system should produce a hy-
pothesis for the primary task that meets or exceeds the generalization performance of hy-
potheses developed strictly from the training examples. The experiments reported in this
paper use the standard back-propagation algorithm for training the short-term learning net-
work. We have found that this algorithm will automatically take advantage of related fea-
tures in the long-term consolidated network, if they exist, prior to developing new internal
features for a task. An additional experiment is planned to test the benefits of learning the
hidden-to-output weights from the long-term consolidated network first and then learning
the remaining short-term weights to reduce the residual error.

5 Experimentation

This section reports on a set of initial experiments that compares the abiigvafL to
transfer knowledge with MTL angMTL, a variant of MTL that selects the most related
task knowledge based on correlation of the target outputs. All experimentscasd h a
network as described in section 2. A second set of experiments that use a lifelong learn-
ing system with short-term and long-term components, as described in section 3, will be
reported in a future article.

Three domains have been studied ussddTL. The Band domaindescribed in [9], con-

sists of seven synthetic tasks. Each task has a band of positive examples across a 2-
dimensional input space. The tasks were synthesized so that the primaff}, tasluld

vary in its relatedness to the other tasks based on the band orientatiohodibedomain
consists of six synthetic tasks. Each positive example is defined by a logical combination of
4 of the 10 real-valued inputs of the forfft, : (1o > 0.5VI; > 0.5)A(I2 > 0.5VI3 > 0.5).

The tasks of this domain are more or less related in that they share zero, one or two features
such agly > 0.5V I; > 0.5) with the other tasks. The Band and Logic domains have been
designed so that all tasks are non-linearly separable; each task requires the use of at least
two hidden nodes of a neural network to form an accurate hypothesistMRledomain
challenges the learning systems to develop models that can classify 24 features extracted
from fMRI images as a subject reading a sentence or viewing a pictductive transfer
between two subject models is examined; from sulijgdor which good models could be
developed to a second subjégtfor which only poor models could be developed.

5.1 Method

A csMTL network was configured for each domain with one output node, a layer of hidden
nodes (30 for the Band, 20 for the Logic and 10 for the fMRI domain) and a layer of input
nodes. The Band domain has 9 inputs, 2 represent the coordinates of the 2-dimensional
input space and the remaining 7 provide tloatext that is, they indicate the task to which
each example belongs. The Logic domain has 16 inputs, 10 represent the primary values
for logical expression and the remaining 6 provide the taskext The fMRI domain has

26 inputs, where 24 are used to represent the activity level of a region of interest in the
subjects brain and the remaining 2 select subject A or B. For all domains

For all three domains, the objective is to learn téskusing an impoverished training set of
examples (10 for the Band, 20 for the Logic and 48 for the fMRI domain) for which single
task learning (STL) does poorly. Each of the other tasks of the domain have 48 or more
training examples that have been demonstrated to develop models with accuracies greater
than .75 using a STL network. A tuning set of examples is used to prevent over-fitting
on each domain. An independent test set (200 for the Band, 500 for the Logic and 24 for
the fMRI domain) was used to determine hypothesis performance. The mean accuracies
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reported below are from repeated studies (10 for the Band, 15 for the Logic domain and 5
for the fMRI domain).

5.2 Results
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Figure 4:cdMTL compared to STL and previous MTL methods. Shown is the mean test
set accuracy fofy hypotheses for the three domains of tasks.

Figure 4 shows the results for the three domains. It compares the mean accuracy of the
hypotheses developed for thg tasks withcsMTL to no inductive transfer under STL,
transfer with standard MTL, and selective transfer withTL. The training examples for

Ty in each domain are insufficient to develop hypotheses with accuracies above .65. The
MTL andnMTL results demonstrate the advantage of knowledge transfer with mean accu-
racies that are significantly better in the case of the Band and fMRI donw@v3L does
significantly better than STL on all domains, significantly better than MTL on the Band and
fMRI domains and equal in performancert®I TL on all domains. The results indicate that
CcIMTL is able to selectively transfer knowledge from the shared internal representation of
related tasks to a new task when training on exampledl gfrior tasks.

6 Conclusion

This paper has presentesMTL as a method of inductive transfer that uses a single output
neural network and additionabntextinputs for learning multiple tasks. The method was
developed in response to problems we had encounter in using MTL networks for devel-
oping machine lifelong learning systems. The question of how an example is associated
with one task versus another is solved by the context inputs. The operator (or the envi-
ronment) can provide these contextual queues with each example. The method eliminates
the build-up of redundant task representation that can frustrate the search for related prior
knowledge. Lastly, and perhaps most importantly, tHdTL approach shifts the focus

from learning tasks of a domain to learning a domain of tasks where the context inputs
can be seen as indexing over that domain at the example level as opposed to the task level.
Our conjecture is that this approach avoids the issue of having to measure the relatedness



between tasks in order to ensure a positive inductive bias. Similar examples of the primary
task will collaborate with similar examples of related tasks to build mutually beneficial in-
ternal representation. Dissimilar examples will work to develop unique representations that
capture the subtleties of the individual tasks. Experimentation on three different domains of
tasks has demonstrated tleafTL can produce hypotheses that are equivalent to or better
than standard MTL hypotheses when learning a primary task in the presence of related and
unrelated tasks.

The paper also describes a machine lifelong learning (ML3) system bas=Vdh that

is capable sequential knowledge retention and inductive transfer. The system is meant to
satisfy a number of ML3 requirements including the effective consolidation of task knowl-
edge into a long-term network using task rehearsal, the accumulation of task knowledge
from practice sessions, effective and efficient inductive transfer during new learning, and
the tradeoff between inductive transfer and training examples during new learning. In fu-
ture work, we plan to formalize thesMTL approach in terms of previous work dtints
andcontext-sensitivmachine learning. Our intention is to construcsTL ML3 system

and conduct experiments on other informative synthetic and real-world domains so as to
more fully explore the approach in light of the formal theory.
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